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• Pitch estimation by multiple octave decoders

• Formant estimation and tracking using deep learning

• Speech time-scale modification by GANs

• Deep neural networks for speech steganography

Outline



Pitch estimation by multiple octave 

decoders



What is pitch, fundamental frequency or F0 ?

The fundamental frequency or F0 is the 

frequency at which vocal chords vibrate in 

voiced sounds. 



When people hear their own voice through 

earphones, and when the voice pitch through 

the earphones is unexpectedly changed 

upwards or downwards, people automatically 

adjust the pitch of their voice.

This feedback mechanism does not work well for 

people with Autistic Syndrome Disorder (ASD)

Chuck Larson



Pitch estimation: goals

We propose a new model for pitch estimation that will have a better generalization by

o signal representation suitable for pitch

o dynamic filters that are sufficiently narrow to resolve the harmonic at the pitch 

frequency and are sufficiently wide to integrate higher-order harmonics.



Pitch estimation: our approach

We propose a new model for pitch estimation that will have a better generalization by

o An encoder that learns a representation of the raw signal.

o Multiple decoders, where each decoder estimates:

o Pitch value within a unique frequency band corresponds to a single octave

o The confidence that the pitch is indeed in that frequency band.

Segal, Arama-Chayoth, Keshet, 2021
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Pitch estimation: our approach



Segal, Arama-Chayoth, Keshet, 2021

Pitch estimation: our approach



We refer to our model as PiMOD (Pitch estimation by Multiple Octave Decoders).

Segal, Arama-Chayoth, Keshet, 2021

Pitch estimation: our approach



Formant estimation and tracking using 

deep networks
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Formants are considered to be 

resonances of the vocal tract 

during speech production. 

The formant frequencies 

approximately correspond to the 

peaks of the spectrum of the vocal 

tract. These peaks cannot be easily 

extracted from the spectrum, since 

the spectrum is also tainted with 

pitch harmonics. 

What are formants?



Does the Queen speak the Queen’s English?

The Queen's Christmas Message 1985The Queen's Christmas Message 1957

Harrington,  Palethorpe, and Watson, Nature, 2000



Dissen and Keshet, 2016; 2019

Spectral envelop with different number of 

coefficients (Linear Predictive Coding;LPC)

F1
F2

F3

Pitch-synchronous spectrum, for different values 

of pitch (true pitch is 123 Hz)

Formant estimation: new approach



Error in Hz

F1 F2 F3

Praat 130 230 267

WaveSurfer 70 94 154

MSR 64 105 125

DeepFormants 54 81 112

DeepFromants II (CNN) 45 65 94

inter-labler 55 69 84

Dissen and Keshet, 2016; 2019

Formant estimation: our approach I



Conv 2D layers Conv 1D layers

Shrem, Kreuk, and Keshet, 2022

Formant estimation: our approach II



Formant estimation: our approach II



Decoder F1

Formant estimation: our approach II



Decoder F2

Formant estimation: our approach II



Decoder F3

Formant estimation: our approach II



Formant estimation: our approach II



Formant estimation: our approach II



Time-scale modification of speech



When you want to speed-up or slow-down the speech...

Time-scale modification of speechc
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Cohen, Kreuk, and Keshet, 2022
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Time-scale modification of speech: signal processing
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Time-scale modification of speech: deep learning



Aggregation by method
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Time-scale modification of speech: deep learning
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Aggregation by rate

Time-scale modification of speech: deep learning





Steganography: problem setting

steganographic 

function
inverse function

carrier

message



Kreuk, Adi, Singh, Raj, and Keshet, 2019

Steganography: model
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STFT+ISTFT within the network
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Example 1 Example 2 Examples 3

Original Carrier Original Carrier Original Carrier 

Reconstructed Carrier Reconstructed Carrier Reconstructed Carrier

Original Message Original Message Original Message

Reconstructed Message Reconstructed Message Reconstructed Message



Conditional Decoder
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Thanks !!


